**Final Assignment**

**Scenario:** Universal Bank has begun a program to encourage its existing customers to borrow via a consumer loan program. The bank has promoted the loan to 5000 customers, of whom 480 accepted the offer. The data are available in fle UniversalBank.csv. The bank now wants to develop a model to predict which customers have the greatest probability of accepting the loan, to reduce promotion costs and send the offer only to a subset of its customers.

**Data:** The Personal Loan Offer dataset . We will develop K-NN with k=3, Naive Bayes and classification tree, then combine them in an ensemble. Finally we do the bagging and boosting and compare the results.

**Data preparation:** Load the data and remove unnecessary columns (ID, ZIP Code). Split the data into training (60%) and validation (40%) sets (use random\_state=1).

**PART A :** We develop K-NN with k=3, Naive Bayes (after binning the continuous predictors) and classification tree, then combine them in an ensemble.

1. The models are fit to the data for (1) k-nearest neighbors with k = 3, (2) Naive Bayes and (3) classification trees. Personal Loan is used as the outcome variable. The validation confusion matrix for each of the three models is reported.

**Refer to notebook file**

1. A data frame is created with the actual outcome, predicted outcome, and probability of being a "1" for each of the three models. The first 10 rows of this data frame is reported

**Refer to notebook file**

1. Two columns are added to this data frame for (1) a majority vote of predicted outcomes, and (2) the average of the predicted probabilities. By using the classifications generated by these two methods a confusion matrix is derived for each method and the overall accuracy is reported.

The combined confusion matrix and overall accuracy is as follows :

![](data:image/png;base64,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)

**Refer to notebook file**

1. The error rates are compared for the three individual methods and the two ensemble methods.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Methods** | **On it’s own** | | **Ensemble** | | | |
| **Bagging** | | **Boosting** | |
| **Accuracy** | **Error Rate** | **Accuracy** | **Error Rate** | **Accuracy** | **Error Rate** |
| K-nearest neighbors with k = 3 | 0.9545 | 1-0.9545=0.0455 | 0.9585 | 0.0415 | Since KNeighborsClassifier doesn't support sample\_weight, boosting cant be performed on it | |
| Naive Bayes | 0.8795 | 1-0.8795=0.1205 | 0.8800 | 0.12 | 0.9125 | 0.0875 |
| Classification trees | 0.8975 | 1-0.8975 =0.1025 | 0.9015 | 0.0985 | 0.9030 | 0.097 |

**PART B :** Using Bagging and Boosted Trees to compare their performance with all the methodologies used in PART A.

**Refer to notebook file and table above**

Bagging and boosting definitely improved the performance of all 3 methods. Infact Boosting values were higher than Bagging

Predicting the loan acceptance behavior for three new customers, with the following profiles. Each of the developed methods were used to predict these three new customers.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Customer | Age | Experience | Income | Family | CCAvg | Education | Mortgage | Securities Account | CD Account | Online | CreditCard |
| #1 | 40 | 10 | 84 | 2 | 2 | 2 | 0 | 0 | 0 | 1 | 1 |
| #2 | 25 | 6 | 50 | 1 | 1.8 | 1 | 1 | 0 | 0 | 1 | 1 |
| #3 | 59 | 30 | 120 | 3 | 1.9 | 3 | 0 | 0 | 1 | 1 | 0 |

**Refer to notebook file**